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Abstract—In BSNs Signal processing usually consists of 

multiple levels of data abstraction, with raw sensor data to 

data which is calculated from each processing steps that 

includes feature extraction and classification. Here we 

present a multi-layer task model based on the concept of 

Virtual Sensors in order to improve design reusability and 

architecture modularity. Virtual sensor networks (VSNs) is 

an emerging form of collaborative wireless sensor networks. 
Virtual Sensors are abstractions of components of BSN 

systems that involve sensor sampling and tasks processing 

and issues data upon external requests. The model of virtual 

sensor implementation depends on SPINE2, which is an 

open source domain-specific framework that is developed to 

support distributed sensing operations and processing of 

signal for wireless sensor networks and enables code 

efficiency, reusability and application interoperability. This 

proposed model is applied in the framework of gait analysis 

through wearable sensors. According to SPINE2-

basedVirtual Sensor architecture a gait analysis system is 

developed and it is experimentally evaluated. The results 

obtained confirm that great value can be achieved to design 

and implement BSN applications through the Virtual 

Sensor approach at the same time maintaining high 

efficiency and accuracy. 

 

Index Terms—Body Sensor Networks, Virtual Sensors, 

SPINE2, Signal Processing 

 

I. INTRODUCTION 

Body Sensor Networks (BSNs) is a wireless network 

of wearable computing devices and it signifies a new 

application domain have been receiving a rapid 

development recently due to its potential benefits for 

health-care, entertainment, sport, fitness and social 

interaction [1]. BSNs has several properties that is not 

present in standard WSN deployments, that includes 

single-hop networking, which is a more powerful node 

known as base station and applications that requires an 

extensive signal processing and pattern recognition. Ref. 

[2] Among the domain-specific frameworks the SPINE 

framework, has unique features in terms of efficiency, 

effectiveness and usability which allows for a more rapid 

prototyping of efficient solutions of signal processing on 

the sensor nodes of BSN. Specifically, the SPINE 

framework allows the implementation of multiple signal 

processing functions, either on top of each other or by 
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running independently on top of the sampled sensor data. 

In addition, it also facilitates selective activation of these 

functions at run-time that offers the flexibility to vary the 

node side complexity. Ref. [3] Though frameworks such 

as SPINE provide us effective and efficient abstractions 

for BSN application development and exploitation of the 

concept of virtual sensor that is recently introduced also 

in the context of WSNs  may further enhance the 

modeling effectiveness of the solutions that is provided. 

In this paper, we present a task abstraction layer 

conceived for BSNs, called BSN-oriented Virtual 

Sensors. (BVS), that allows for multiple stages of 

processing. Ref. [4] it describes the implementation of 

BVS through SPINE2 .This is a new version of SPINE 

based on a task-oriented model. Particularly, the 

application of BVS is explained by developing a module 

based on Hidden Markov Model (HMM) to extract 

temporal parameters from gait with the final goal is to 

describe a Gait Virtual Sensor that is useful for real-time 

postural analysis of assisted livings. The rest of this 

context is organized as follows. In Section 3, Multilayer 

signal Processing for virtual sensor is discussed. The 

results and discussions are presented in Section 4 and 

Section 5 concludes the work with inferences. 

Most of the applications of wireless sensor networks 

due to the constraints of resources makes difficult to 

design an operating system that is both powerful and 

lightweight. Because of resource abundance, traditional 

environments and desktop operating systems provide 

APIs for many different issues and domains. On the other 

hand, WSNs operating systems, such as TinyOS [2], 

gives only minimal facilities, that includes 

communication and scheduling of process. Those 

problems which allocate common structure, the 

abstraction given by a software framework can increase 

developer productivity and use domain or problem- -

specific optimizations. Structures for conventional 

wireless sensor networks includes TinyLIME [3], (Global 

Sensor Network) GSN [4], and (Abstract Task Graph) 

ATAG [5]. Authors in [4]-[6] these works propose 

generic abstractions for all system components, which 

provide us with easier integration of new functionality 

and components on the system. However, certain 

application domains are not so effective in providing 

efficient and optimized support to specific tasks at 

communication, sensor and processing levels [7]. In fact, 
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they aim to program general-purpose WSN applications 

and not a domain-specific WSN applications. 

II. RELATED WORK 

In Ref. [6], authors describe Virtual Sensors as 

software sensors that allows indirect measurements of 

abstract conditions by means of combining sensed data 

from a group of heterogeneous physical sensors. In 

specific, a virtual sensor is defined by four parameters: (i) 

input data types that are physical (low-level)data types to 

compute the desired abstract measurement; (ii) 

aggregator, that is a generic function defined to operate 

over the specific (possibly heterogeneous) input data 

types to calculate the desired measurement; (iii) resulting 

data type, which is the abstract measurement type that is 

a result of the aggregation; (iv) aggregation frequency, 

such as the frequency in which this aggregation has to be 

made and this frequency determines how steady the 

aggregated value is with actual conditions. Authors also 

presented a middleware which is used for programming 

WSN applications designed around the defined virtual 

sensor abstraction. In particular, the middleware that is 

implemented in nesC on TinyOS, provides an API to 

program virtual sensors, services for sensor discovery 

and communication. 

Although the proposed approach is suits for general-

purpose WSN applications, it should be customized to 

support the characteristic abstractions of BSN 

applications. Truely, the approach does not consider fine-

grained, signal-processing oriented virtual sensors and it 

is mainly based on query driven virtual sensors instead of 

data- driven virtual sensors that would have greater 

performance in BSNs. A framework for building virtual 

sensors and actuators in wireless sensors is presented. In 

particular, authors propose virtual nodes as a 

programming Abstraction that simplifies the 

development of decentralized applications of WSN. The 

data gathered by a set of sensors can collected, processed 

in accordance to an application-provided aggregation 

function, and it is then perceived as single virtual sensor 

reading. Alternatively, a virtual actuator provides a single 

entry point to distribute the commands to a set of real 

actuator nodes. Using logical neighborhoods the set of 

physical nodes to be abstracted into a virtual one is 

specified. A virtual sensor is specified as a set of inputs 

from neighbor sensors or virtual sensors and an 

aggregation function processing the received inputs and 

producing an output. Using a high-level programming 

language (an extension of SPIDEY) Virtual sensor and 

actuators are programmed and then it is translated into 

nesC/TinyOS through the SPIDEY translator purposely 

extended. Even though the approach allows for 

hierarchical composition of virtual sensors, it is best 

suited for environmental monitoring or building 

automation rather than for BSN because it does not 

provide BSN-oriented signal processing intensive 

abstractions and optimized fine-grain virtual sensors. The 

Virtual Sensor Networks concepts (VSNs) has also been 

described in multiple works. In [8], author’s present VIP 

Bridge that aims to connect heterogeneous sensor 

networks with IP based wired/wireless networks and it 

integrate these sensor networks into one VSN. This 

allows discovering sensor nodes located in different and 

heterogeneous sensor networks. An agent-based approach 

for VSNs is proposed. Generally Agents support VSN 

connectivity, coverage, membership, formation as well as 

power management. Such proposals can be customized to 

enable the integration of BSNs to have networks of BSN 

on which Virtual Sensors can be created for monitoring 

not only a given person but also an even large group of 

people wearing heterogeneous BSNs and, notably, their 

gesture-initiated interactions. 

III. EXPERIMENTS 

A virtual sensor based system is implemented as a test 

application for virtual sensors in SPINE2 which is based 

on a Hidden Markov Model (HMM).Each data sample is 

associated with a state in HMM. There are four parts in 

HMM annotation system such as sampling the 

acceleration data, pre filtering, feature extraction from 

filtered data, HMM based annotation of events. The 

SPINE coordinator generates a request which initiates the 

configuration of each virtual sensor. When all the virtual 

sensors are initialized, the HMM virtual sensor starts to 

produce the output. The accelerometer defines the 

sampling interval. Based on the actual complexity the 

each virtual sensor can be implemented through one or 

more SPINE2 tasks. 

A. BSN-Oriented Virtual Sensors 

Physical quantities such as temperature, acceleration, 

or sound are mapped by the Physical sensors onto a data 

value and produce an output. This output is generated 

when inputs change, as the result of an event, or in 

response to a request. Generally Physical sensors are 

transducers which convert value from one form to 

another using physical process. The observed similarity 

is the inspiration behind the virtual sensor abstraction. 

Each processing task can be represented as a virtual 

sensor. Thus, if we consider a complete BSN system, we 

can model its data processing part as a multi-level 

hierarchy of virtual sensors. In addition, virtual sensors 

may be either implemented directly in a programming 

language, or as networks of existing virtual sensors. A 

user requests certain outputs for the given specified 

inputs. The Virtual Sensor Manager handles the request 

that configures a set of virtual sensors to handle the 

computational task. Buffer Manager is used by the virtual 

sensors to setup communication through the use of 

efficient buffers. The system gets activated, once 

configured and well cooperated by virtual sensors to 

produce the final outputs. 

A new level of abstraction is provided by the virtual 

sensors at the software level by allowing signal 

processing tasks to be defined and composed easily. In 

addition to this, VS abstractions allow signal processing 

tasks to be modified or changed at design or runtime 

without affecting the rest of the system. A processing 

task applied is represented by every component, to a 

stream of data originated from physical sensors and can 
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be modelled as a virtual sensor. A set of input and its 

configuration defines the output of each virtual sensor. 

Formally virtual sensor is defined as  

VSi= { Ii, Oi , Ci}                                (1) 

where, Ci denotes the configuration, Ii denotes the set of 

inputs, Oi denotes the set of outputs 

Each virtual sensor configuration defines the type of its 

inputs and outputs, the particular implementation used 

for a given computational task and parameters required 

for implementation. Re-initialization could happen at any 

time because the current configuration of a virtual sensor 

may be invalidated by changes in its inputs or 

connections with other virtual sensors. To configure/re-

configure the system at run time, the VSM manages a 

table that maps each available combination of possible 

inputs and outputs to the desired virtual sensor 

implementation. This can be represented by the set. Each 

entry is defined as follows: 

a = { tin , tout , µ}                                (2) 

where, µ is a particular virtual sensor implementation. 

Reconfiguration can alter parameters of a given 

implementation, if the modification is not drastic enough 

to require changing the virtual sensor implementation. 

VSM includes the address of the selected virtual sensor 

implementation and the required configuration 

parameters, during the configuration of a virtual sensor. 

Signal processing for BSNs frequently relies on data 

combination from multiple sources and locations. 

Therefore, virtual sensors can have multiple inputs from 

different sensor nodes. Virtual sensors implicitly use 

buffers for communications as to avoid synchronization 

issues. The dynamic buffer allocation and managing the 

system data flow is controlled by Buffer Manager (BM). 

The BM checks whether the buffer has enough 

information for any of the readers, each and every time 

the producer writes to the buffer and signals them when 

they can access the data.  

 

 
Figure 1. Dependent input and output. 

B. Overall System Configuration 

Sensors do not hold any information about other 

virtual sensors, while the overall system relies on their 

cooperation. The VSM receives the VS topology at the 

beginning of the system execution, configuration graph 

[9]. Based on the topology configuration requirements, 

the VSM initializes the appropriate VSs and connects 

them as required. Input and output types are a property of 

each virtual sensor. A virtual sensor output can also be an 

input of another virtual sensor. For example, in Fig. 1, 

configuration of VS3and VS2 depends on the input they 

receive from VS1. 

The VSM initializes VSs in a specific order, to 

simplify the configuration and re-configuration process 

requirement that each virtual sensor cannot be created 

until all inputs are configured. With a topographical sort 

of the topology configuration graph, this ordering can be 

determined. 

IV. RESULTS AND DISCUSSION 

Ref. [5] for the development of signal processing 

applications on WSNs a novel framework called SPINE2 

was specifically designed which is based on task oriented 

paradigm. The SPINE2 task-oriented application 

description is shown in the Fig. 1.The interconnected 

tasks forms a direct graph representing chains of 

operations that include sensor data acquisition, 

processing and merged result transmission. As the 

framework manages the deployment phase of a 

distributed application, each user can decide which of the 

wireless sensor network each task is allocated on. The 

SPINE2 task-oriented language composed of three main 

categories: data-processing, data-routing and time-driven 

tasks. Ref. [5] The first category makes it available 

functions related to data processing and archiving and the 

second one provides store-and-forward and data 

replication functionalities, whereas the latter provides a 

mechanism for the time-driven tasks. Each task is 

coupled with a description that consists of a set of 

configuration parameters which defines the behavioral 

characteristics of a given instance of a task type. 

Different types of tasks are handled in Spine2 such as: 

timing task, sensing task, processing task, transmission 

task, storing task, loading task, and split task, merge task 

and Historical merge task. 

Ref. [10], [11], a novel architecture of optical router is 
designed using RTL and in order to use the bulk flow 
TCP it is implemented in. Various functional blocks of 
optical router like fabrication of flow from the incoming 
packets, processing the flow for routing process, 
contention resolution, buffering the packet or flow based 

on the wavelength and channel availability and 
transmission of the flow for destination have been 
successfully designed in RTL and implemented in FPGA. 
The numbers of slices utilized by various flow stages 
have also been simulated. The proposed optical router is 
tested for its performance in terms of frequency of 

operation and the area of utilization by various functional 
units. We have also implemented the central control unit 
for this optical route 

Implementation of each virtual sensor can be done by 

using SPINE2 tasks Fig. 2. Initially the implementation 

was started with MATLAB. To match the sensor nodes 
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capabilities the code was simplified. Then the C code was 

adapted to SPINE2 and it was ported to nesC in order to 

perform an adhoc implementation of sensor nodes. 

Freezing of the system was the major problem which is 

because of higher processing overhead. Ref. [6] This 

caused communication interruptions. Considering these 

problems code optimization and corrections on the 

respective components was done. From the result 

depicted in Fig. 3 and Fig. 4 it is observed that there is a 

drastic difference between the sensor node output and 

rest of the others. The transition states were not 

synchronized completely. The total time for the complete 

sequence transitions was almost same for the entire 

experiment. 

 

 

Figure 2. SPINE2 task – oriented distributed application. 

 

 

Figure 3. Implementation of virtual sensors. 

 

 

Figure 4. Virtual sensors in SPINE2. 

V. CONCLUSION 

This paper defines a new approach to design of BSN 

applications which is based on the virtual sensors 

concepts and it relies on the SPINE2 framework. In the 

BSN applications there is need of new abstractions that 

could capture the successive stages of the data processing 

and classification, which includes sensor data fusion. 
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Virtual sensors allow abstracting even complex systems 

that behave like sensors, which favors code modularity 

and reuse. If a programmer needs to update an 

implementation of a virtual sensor or changing 

environmental conditions require that a different 

implementation strategy is adopted, it is more sufficient 

to replace that particular portion of code without 

changing the rest of the system implementation. Also 

virtual sensors provides us simple coding scheme in 

which network abstraction, local sensors, remote sensors 

can be treated in a same fashion. 
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