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Abstract—Neuronal activities can be visualized through 

functional Multi-neuron Calcium Imaging (fMCI) using 

fluorescence microscopes. However, the necessary 

components of data processing pipelines have been 

separately implemented and not well integrated previously. 

To this end, this paper introduces a Neuron Analyzer Suite 

(NAS) that integrates several components, from image 

preprocessing to inferred functional connectivity, in order to 

establish a processing pipeline for calcium imaging data. 

NAS is composed of three main modules. First, a motion 

removal module employing image registration is applied to 

raw images to remove artifacts caused by the motion of 

model organisms. Second, a neuron segmentation module is 

utilized to segment neurons and to extract their time series 

signals. Third, a neuron connectivity module is applied to 

time series signals to bi/cluster neurons based on their 

activity patterns and to reverse engineer their putative 

functional connectivity using a Bayesian learning approach. 

The NAS suite was tested on zebrafish calcium images to 

infer functional connectivity that may change over time. 

 

Index Terms—calcium imaging data, neuron activity, 

neuron connectivity, and bayesian network 

 

I. INTRODUCTION 

Calcium imaging data have been widely used for the 

real-time observation of neuronal activity, and the 

analysis of calcium transients is currently an active area 

of research. The challenge of analyzing calcium activity 

images is two-fold. First, the preprocessing and 

segmentation of image data requires the identification and 

extraction of neurons from images with motion artifacts 

and noise. Second, the inference of neuron connectivity 

requires the learning of a connectivity model from 

incomplete time series data. To solve these two 
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challenges, we propose an integrated software tool called 

NAS (Neuron Analyzer Suite) to help biologists 

understand relationships between neurons observed as 

temporal signals in calcium images. 

A number of software tools have been proposed to 

analyze calcium imaging data. CellSort [1] is widely used 

for image segmentation and time series signal extraction, 

but it must be combined with other tools for image 

preprocessing and connectivity inference. In order to 

infer network connectivity, the lack of true connectivity 

data for a population of neurons, such as data validated 

by anatomical measures, is a major obstacle in calcium 

imaging studies. To cope with this problem, simulated 

calcium imaging data is widely used to validate learning 

algorithms, as in Bayesian approaches [2], but our target 

is the real data without simulation data. To work on the 

real data, it is important to note that inference of 

functional connections has fundamental limitations due to 

incomplete information, such as the problem of 

unobserved common inputs. What we infer is, at best, an 

approximate description of the network, and the 

functional connectivity is a reconstruction of the pair-

wise connections that best reproduces the data [3]. 

Related software tools are also summarized in a survey 

[4].  

This paper deals with real calcium imaging data 

observed using transgenic zebrafish expressing the GECI 

(Genetically Encoded Calcium Indicator), GCaMP7a. 

The zebrafish is a suitable model animal for fluorescence 

imaging studies to visualize neuronal activity because its 

body is transparent throughout the embryonic and larval 

stages. Details of the images used in the experiment are 

described in [5], and our motivation is to develop 

software tools to infer neuron connectivity from the 

conditions found in real data. 
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II. DESCRIPTION 

NAS is a freely available desktop application that can 

provide initial insights on how signals are transmitted 

between neurons. It processes two-dimensional, single-

cell resolution calcium imaging frames to infer the 

functional connectivity of neurons in response to 

cognitive processes, perceptions, or behaviors. 

Furthermore, NAS integrates several analytical 

algorithms starting from image processing to data 

portioning and probabilistic graphical models. Fig. 1 

illustrates the analytical stages of NAS. Section 2.1 

describes the motion removal module, which is applied to 

raw images to remove artifacts caused by the motion of 

model organisms. Section 2.2 describes the neuron 

segmentation module, which is applied to registered 

image sequences to segment neurons and to extract their 

time series signals along entire frames. Finally, in Section 

2.3, we describe the neuron connectivity module, which 

is applied to time series signals to bi/cluster the neurons 

based on their signal patterns and to reverse engineer 

their functional connectivity using a Bayesian learning 

approach. The major contribution of the paper is in the 

neuron connectivity module, which includes the 

clustering of neurons that share similar activity patterns 

and the inference of connectivity among neurons in a 

cluster. 
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Figure 1.  Analytical stages of the NAS tool. 

A. Motion Removal Module 

The first processing step of NAS is image registration 

in order to remove motion artifacts produced by 

movement of the model organism. Our method is based 

on a spatial normalization approach to deform frames so 

that a single feature in one frame corresponds to the same 

location in other frames. The SIFT (Scale-Invariant 

Feature Transformation) algorithm [6], [7] is used as 

local feature detector to identify distinctive key-points 

between different frames. By matching key-points across 

frames under the assumption of rigid motion on the two-

dimensional focal plane, the tool can estimate motion 

vectors across frames. The tool has an option to select 

any frame as the reference frame, and all frames are 

warped to it, as shown in Fig. 2. 

The results of the registration are then saved as a text 

file with a motion vector for each frame. These results 

can be checked using the included motion viewer tool, 

which displays an animation of the motion vectors over 

time, with a scroll bar for controlling the speed of the 

animation (Fig. 3). 

 

 

Figure 2.  Selecting an image frame for image  warping. 

 

Figure 3.  Motion viewer tool displaying the motion directions of the 
model organism while recording neuronal activity. 

B. Neuron Segmentation Module 

The purpose of this module is to segment the cell 

bodies of neurons in the registered image frames to 

extract neuronal signals (activities) along time. This 

process will be automated in future versions of NAS, but 

the current version provides an ROI editor for the manual 

segmentation of neurons in order to achieve reliable and 

flexible segmentation (Fig. 4). The output of the tool is an 

ROI file which contains the spatial locations and 

boundaries of neurons. The activity of each neuron is 

then measured by averaging pixel intensities inside the 

ROI. Repeating this process over the entire course of the 

frames produces time series signals representing neuronal 

activities. This result can be further exported in an XML 

format.  

 

 

Figure 4.  ROI editor to manually segment neuron shapes from the 
processed frames. 
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C. Neuron Connectivity Module 

The last module concerns the analysis and 

visualization of neuronal activities recorded from the 

second module. Display panels (such as a heatmap or 

chart views) help with the interpretation of signal 

characteristics, but the main purpose of the module is to 

provide algorithms to infer the connectivity of neurons. 

The basic strategy of this module is a combination of 

neuron activity clustering and connectivity inference. 

Neurons are first clustered based on the similarity of 

activity signal patterns along certain time points (frames), 

and the connectivity of neurons is then inferred for each 

cluster. An important assumption here is the temporal 

dynamics of neuron groupings. Assuming that the 

grouping is the same over all time points, we can apply 

clustering algorithms on the activity signals. However, 

when the groupings of neurons can change dynamically 

over time, bi-clustering algorithms are useful for the 

simultaneous clustering of neurons and time points. 

Therefore, the tool offers two types of algorithms for a 

user to choose the best-fit clustering algorithm. 

The module offers k-means and the hierarchical 

clustering algorithm (HCL) as options for clustering. In 

addition, the module provides two bi-clustering 

algorithms, Order-preserving submatrices (OPSM) [8] 

and maximum similarity bi-clusters (MSBE) [9], with 

options for additive and constant bi-clustering. The 

implementation of this module is based on the BicAT 

[10], [11] bi-clustering analysis toolbox, which has been 

customized here to fit our problem and extended with 

further functions and algorithms (primarily the MSBE 

algorithms). After clustering, a software component for 

Bayesian network construction is applied to infer neuron 

connectivity with a probabilistic graphical model. The 

probabilistic model is inferred within a cluster based on 

the assumption that neurons with common cellular 

activities suggest underlying connectivity. The Bayesian 

network approach is as previously described in [12]. 

The NAS tool accepts both neuron activity data and 

ROI files that are generated from the previous modules. 

The tool first visualizes the time series data in a heatmap 

view. A user then applies one of the four clustering or bi-

clustering algorithms to group neurons that share 

correlated activity signals. For each identified bi/cluster, 

the tool outlines the neurons and time points involved, 

(Fig. 5) and generates a network file representing a 

putative connectivity model between the neurons. The 

network files are saved in a folder called “ncadatasets” 

and can be further visualized by other tools such as 

Cytoscape [13] for topological visualization, and SVG 

(Scalable Vector Graphics) for an overlay of network 

structure on the reference frame of calcium imaging data. 

III. CASE STUDY 

Our tool was applied to calcium imaging data from 

zebrafish larvae and generated hypothetical models for 

the connectivity between zebrafish neurons. We used the 

MSBE algorithm (the additive version) as a bi-clustering 

method with the default parameters and this yielded one 

neuron bi-cluster involving six neurons (Neuron_1, 

Neuron_2, Neuron_8, Neuron_9, Neuron_7, Neuron_6) 

that show similar cellular activities along specific frames. 

A network model elucidating a potential signal 

transmission between these neurons was inferred and 

visualized in Fig. 6. 

 

 

Figure 5.  Heatmap view for the output neuron bi-clusters. 

 

Figure 6.  A putative connectivity model for zebrafish larvae in 
response to visual stimuli. 

Interestingly, Neuron_8 and Neuron_9 are working as 

central hubs for the inferred connectivity model, which in 

turns reflects their putative critical role in transmitting the 

cellular signals in the zebrafish brain in response to visual 

stimuli. The zebrafish calcium imaging sample is bundled 

with the NAS package. 

IV. CONCLUSION 

We developed NAS as an automatic software suite that 

analyzes calcium imaging data of neuronal cells and 

infers the connectivity network of the neurons. NAS 

combines three independent modules of image 

registration, image segmentation, and network topology 

learning to extract neuron locations and their dynamics, 

and to therefore infer a hypothetical neuronal 

connectivity model with minimal human supervision. The 

application of the NAS suite to zebrafish calcium images 

demonstrated the usefulness of NAS in building a 

putative connectivity model for zebrafish neurons.  

Although the NAS suite was tested on zebrafish 

calcium imaging data, the tool itself does not assume a 

specific model organism, and has the potential to be 

applied to other types of calcium imaging data, in order to 
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reach a better understanding of how the brain performs 

computations during perception and behaviors. 

V. OUTLOOK 

NAS suite is planned to be extended with additional 

processing and analysis features in the near future. First, 

we plan to add automatic neuron segmentation so that a 

user can choose manual or automatic segmentation. 

Second, we plan to add visualization and validation 

functionality to help biologists check the evidence of 

inferred connectivity using temporal and spatial views. 

Another interesting direction in the future may be to 

support three-dimensional calcium imaging data in order 

to construct neuron connectivity models extending in the 

X, Y, and Z directions. 
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